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ABSTRACT
Differential expression gene (DEG) analysis of transcriptomic data
allows for a comprehensive examination of the regulation in gene
expression profiles related to specific biological states. The result of
this analysis typically consists of an extensive record of genes that
display varying levels of expression among two or more groups.
A portion of these genes with altered expression could potentially
function as candidate biomarkers, chosen through either existing
biological insights or data-driven techniques. In diagnosing sep-
sis, a life-threatening health problem, our work proposes a novel
approach using immune-related gene data to identify the optimal
gene combination as signature biomarkers to improve the diagno-
sis performance. Our proposed method involves sequential gene
selection procedures, including the DEG analysis and the machine
learning-based importance assessment, and a Recursive Feature
Elimination (RFE) process supported by Principal Component Anal-
ysis (PCA). The selected gene combination, which consists of twelve
immune-related genes, shows remarkable cross-validation results
with an accuracy of 99.35%, AUC score of 99.56%, Sensitivity and a
Specificity of 99.44% and 90.00%, respectively. Besides, the proposed
12 gene markers combined with the XGBoost algorithm were also
tested in three individual cohorts with appropriately significant
results, demonstrating the effectiveness of our developed method in
different cohorts and the reliability of the proposed gene selection
procedure.
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• Computing methodologies→ Boosting; Feature selection;
Cross-validation.
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1 INTRODUCTION
Sepsis is the condition where the body responds to infection in
human tissues and organs with severe inflammation. This disease
has evolved into a major global problem in human health due to a
significant increase in both incidence and mortality rates in recent
years [3, 11]. Sepsis is categorized into three types based on the
levels of severity including sepsis, severe sepsis, and septic shock, in
which sepsis shock is renowned for being the most intricate and life-
threatening condition due to the dysfunction syndromes in multiple
patient organs [17]. Similar to some popularly dangerous diseases
like trauma, stroke, or sudden cardiac arrest, sepsis is a condition
where timing is critical and hence, it is crucial to promptly recognize
and accurately predict the sepsis in order to enhance the efficiency
of sepsis diagnosis and ensure timely and effective treatment.

Conventional methods for sepsis diagnosis typically entail uti-
lizing microbiological culture techniques to identify and classify
the pathogen. These methods still have various limitations; they
are time-consuming and may not yield positive results quickly, and
lead to false negative outcomes [9, 10]. Moreover, another approach
involves the use of physiological scoring tools within intensive care
units (ICUs) primarily relying on clinical and laboratory data to as-
sess the severity of critical illness [6, 15]. Unfortunately, those tools
provide limited insight into the likelihood of a negative outcome,
i.e. mortality, at the early stages of the disease. Additionally, differ-
ential expression gene analysis is a computational and analytical
technique used to identify the genes that show significant differ-
ences in expression between two different phenotypes. By applying
statistical methods, such as associating a p-value threshold with
each gene in the two groups, DEG analysis determines which genes
exhibit the most significant differences in expression. Because the
number of identified genes is extremely high and many correlated
biomarkers may still be available, it makes the processes of the
diagnosis and prognosis procedure become exceedingly exhaustive
and need a lot of professional knowledge to construct an effective
prediction model.

On the other hand, in order to develop effective sepsis prediction
models, several methods have been introduced to refine the out-
comes of the statistical analysis for differential expression by taking
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advantage of data analysis andmachine learning (ML) models for re-
ducing the number of biomarkers required [1, 7, 16, 22]. In [16], the
authors apply the two stages of gene number reduction using DEGs
and sequential forward features selection-based Boosting algorithm
to determine a group of nine genes that enable a remarkably precise
mortality prediction in sepsis. Likewise, a 10-gene subset has been
pinpointed among a pool of differentially expressed genes observed
in pediatric patients suffering from sepsis and sepsis shock. [1].
These genes were ranked again using the MRMR score obtained
from the maximum relevance minimum redundant algorithm, then
utilizing a repetitive cross-validation process for feature selection.
Besides, an ML algorithm was employed to validate the selected
gene set in the diagnosis of pediatric sepsis patient mortality. Fur-
thermore, an additional set of 18 genes was spotted as diagnostic
markers using a sequential filter method based on LASSO, RFE,
and Random Forest Variable Hunting feature selection algorithms
[22]. In the work of [7], an ensemble of 8 genes was selected using
the LASSO feature selection algorithm, then the Random Forest
algorithm was used to build a sepsis diagnosis model. Additionally,
in [21], a novel approach called Recurrent Logistic Regression (RLR)
identified a limited subset of just 5 genes that are notably associated
with the immune system. Clearly, machine learning algorithms are
instrumental in the process of analyzing genetic data, and meth-
ods based on machine learning uncover valuable insights that are
instrumental in developing models for sepsis diagnosis and prog-
nosis, as well as in dissecting the biology of sepsis. Nevertheless, to
the best of the author’s knowledge and comprehensive literature
review result, current research on the sepsis diagnosis utilizing
gene expression data still lacks the ability of various data adaption;
most research only effectively deals with a very limited number of
datasets and consequently, it is not generalizable and may be not
efficiently applicable for other datasets. Moreover, the selected fea-
tures (genes) always show a lot of correlation together, which would
make the prediction model tend to be overfitting when training
and receive not very good results. Besides, most of the introduced
biomarkers do not have appropriate verification.

To resolve the above-mentioned issues, in this research work,
we propose an efficient gene selection method that applies data
mining that leverages machine learning techniques to specify a
small number of genes with much information to predict sepsis
effectively. Due to the severe dysregulation of the immune system
in sepsis patients, [8, 13], our work’s primary focus has been on the
signature immune-related gene markers. Moreover, our approach
to gene selection involves a sequential procedure comprising three
phases of data dimension reduction. These stages encompass the
filter of genes associated with the immune system, the analysis of
differential expression, and the utilization of principal component
analysis (PCA) to aid in recursive feature elimination (RFE) through
data transformation. Our procedure generates a subset of genes
that contains the highest quantity of information relevant to sepsis.
Additionally, we utilize cross-validation in conjunction with several
ML algorithms for evaluating the performance of the chosen gene
combination for sepsis diagnosis. Furthermore, we validate the
identified biomarkers by testing them on three distinct sets of gene
expressions, each obtained from a different microarray platform.
Our main contributions in this work are listed as follows:

• Proposing a machine learning-based gene selection proce-
dure that exploits immune-related biomarkers and recursive
feature elimination based on PCA for sepsis diagnosis.

• Developing an extremely accurate prediction model and eval-
uating the effectiveness of the proposed biomarkers in no-
table platforms.

The rest of this paper is presented as follows: In Section II, we
introduce the typical datasets and outline the preprocessing meth-
ods employed in our study. Next, in Section III, we delve into the
sequential gene analysis and advanced gene selection methods. We
present the experimental results and engage in discussions in Sec-
tions IV and V, respectively. Finally, in Section VI, we provide a
concise summary and draw our conclusions.

2 DATA AND PREPROCESSING
2.1 Genomics Data
Our study utilizes seven public genome datasets downloaded from
theGene ExpressionOmnibus (GEO) public database. These datasets
comprise both sepsis and healthy samples, with a breakdown of
four datasets for adults [4, 12, 14, 20] and three datasets for children
[2, 18, 19]. There is a total of 1164 samples have been collected
and available across three microarray platforms. All the samples
have undergone preprocessing and normalization by RMA algo-
rithms. The gene expression levels were determined by calculating
the mean of the genes associated with multiple probe positions
based on the probe mapping table obtained as a SOFT file from
the corresponding GEO dataset. The discovery cohort consists of
four datasets: GSE57065 [4], GSE26378 [19], GSE95233 [14], and
GSE26440 [18], to identify the most informative genes and train
the diagnostic model for sepsis. Three datasets, including GSE4607
[20], E-MTAB1548 [2], and GSE65682 [12], are designated as valida-
tion cohorts and used to assess the capability of the proposed gene
combination and evaluate the capability for working in multiple
platforms of selected biomarkers.

2.2 Immune-related Gene Analysis
We acquired approximately 770 genes that related significantly to
the immune system from the nanoString database, a widely uti-
lized resource in numerous studies involving pathogen infection
and host response. There are three main microarray platforms are
used in this work. For the Affymetrix Human Genome U133 Plus
2.0 (AffyU133P2) and Affymetrix Human Genome U219 (AffyU219)
platforms, we compiled IRG counts of 737 and 740, respectively.
In the case of the Agilent Human Gene Expression 4x44K v2 Mi-
croarray (AgilentV2) platform, we collected a count of 627 IRGs. To
ensure the identification of cross-platform applicable biomarkers,
our focus centered on the 608 IRGs that were common to all three
systems. These shared IRGs formed the basis for our computational
modeling, as illustrated in the accompanying Figure.1.

2.3 Differential Expression Analysis
In this research project, we utilized the differential gene expression
analysis procedure to pinpoint immune-related genes exhibiting
the most notable differential expression. To execute the differential
expression analysis, we harnessed the R package as a simulation
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Figure 1: Overlapping immune-related genes of in three plat-
forms

tool. Specifically, the limma R package is obtained along with the
Benjamini-Hochberg (BH) correction method to identify the genes
that are significantly different from others. We estimated the fold
change, which signifies the ratio of gene expression in sepsis sam-
ples when compared to normal samples. In the process of selecting
differentially expressed immune-related genes (DEIRGs) that accu-
rately represent sepsis patients and normal individuals, we took
into account the p-values and log-fold change components. These
criteria enabled us to pinpoint the DEIRGs that display substan-
tial alterations in expression between sepsis patients and normal
samples.

3 METHODOLOGY
Our proposed method includes three procedures for reducing the
high data dimension of the gene expression data shown in Fig. 2.
The first process is gene preprocessing, we investigate the immune-
related gene and perform an analysis of differential expression
genes. Then, the immune gene selection procedure strives to reduce
the number of genes used for the diagnosis of sepsis, in this section,
only the immune-related genes are considered. The final stage is to
estimate the proposed optimal gene set in the validation cohorts
corresponding with various ML algorithms.

3.1 Machine Learning Algorithm
In this study, to estimate the performance of gene combinations,
we use three machine learning models, including Extreme Gradient
Boosting (XGB), Random Forest (RF), and K-Nearest Neighbors
(KNN) [5], to perform the gene score estimation task and evaluate
individual gene combinations generated by the Recursive Feature
Elimination algorithm. The intelligent diagnostic model is also
constructed using the optimal subsets and tested in individual gene
expression datasets.

3.2 Gene Importance Score Estimation
In this stage, the differential expressed immune-related genes re-
sults are investigated to rank and select based on their absolute log
fold-change values. Particularly, the gene with a high expression
between two types of the sample shows a significant gap; hence
it is considered the most informative gene related to sepsis. Next,

Figure 2: Flow method

Algorithm 1 Gene Ranking Based on RFE
1) Initialization: n genes; S is set of n genes
2) Feature Importance Analysis
Repeat
a) Divide Discovery Cohorts into k folds of data set F(i)
b) Initial XGBoost Model
c) Estimate Gene Importance
for i = 1 to k

• Training the XGBoost model with F(j), 𝑗 ≠ 𝑖 .
• Calculating the importance value of each gene

end
- Estimate the average importance value for each gene
d) Ranking genes based on their importance score
e) Eliminate the gene with the lowest importance score
f) Saving a subset of n - 1 genes S(n-1)
n = n - 1
Until n = 1
3) Ranking genes based on the number of selection times
4) Collection of n gene subsets

We employed the Recursive Feature Elimination (RFE) method to
construct multiple subsets of genes, which were subsequently trans-
formed into the component space through Principal Component
Analysis (PCA). Initially, the input genes are ranked based on their
important values, which are determined using the XGBmodel along
with the cross-validation procedure. The gene subsets were created
by iteratively eliminating the gene with the lowest average impor-
tance value. Importantly, we applied the XGBoost (XGB) model
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and cross-validation (CV) repeatedly to calculate the gene impor-
tance for each gene subset until no genes were left for removal.
The detailed RFE algorithm for generating the gene combinations
is illustrated in Algorithm 1.

3.3 Data Transformation
Various of gene subsets generated by the RFE algorithms and the
cross-validation procedure, are then transformed into principal
component space by PCA, where each subset corresponds to a
TGC. The primary motivation for using PCA transformation is the
presence of strong correlations among features within the original
differential immune-related gene subset. By employing PCA, the
resulting component subset consists of individuals with a signif-
icantly reduced correlation between genes, therefore improving
the performance of a selection of the most informative genes and
consequently improving the total performance of the diagnosis
model. It’s important to highlight that throughout the transforma-
tion process, an equivalent number of genes (i.e., data dimensions)
in a subset are retained as components, preserving the entirety of
the information.

3.4 Machine Learning-based Gene Selection
All the gene subsets are then fed into different ML algorithms to
explore the optimal model corresponding with the gene combina-
tions on the discovery set. Clearly, it is crucial to perform hyper-
parameter tuning in order to identify the best models, as this plays
a vital role in mitigating the issue of overfitting. Furthermore, we
assessed the performance of the chosen models linked to the Top
Gene Combinations (TGCs) by evaluating their classification accu-
racy on the validation set. In our study, we utilized a combination
of random search with grid search and the fivefold Cross-Validation
(CV)method to identify the optimal parameter values for themodels
across the complete set of TGCs.

3.5 Gene Combination Validation
The optimal gene subsets, which are considered the output of the
gene selection phase, are estimated for the diagnosis performance
on the validation set. Different ML models are then retrained us-
ing the discovery data and tested on the validation cohorts using
optimal gene combinations. The gene combination corresponding
with the ML model performs the best result and is considered the
most effective model as well as the optimal gene set to predict sep-
sis. Moreover, the cross-platform capability of the proposed model
was demonstrated by evaluating two different platform cohorts
GSE65682 and E-MTAB-1548.

4 EXPERIMENTAL RESULTS AND DISCUSSION
4.1 Performance Metrics of Classification
Several evaluation metrics including Accuracy (Acc), Sensitivity
(Sn), Specificity (Sp), Area Under the Curve (AUC), and Balance Er-
ror Rate (BER), are considered in our work to estimate the efficiency
of both the ML algorithm and the combinations of immune-related
genes. Accuracy and AUC assess the precision of the classification
model, while Sensitivity and Specificity gauge the model’s capa-
bility to diagnose sepsis and normal cases, respectively. The BER

score, calculated using the formula 1 - 0.5*(Sn + Sp), represents the
average error rate across the two classification categories.

4.2 Identification of Differential Expressed
Immune-related Genes

Since our primary research emphasis revolved around immune-
related genes (IRGs), recognizing their critical involvement in the
molecular mechanisms underlying sepsis. By evaluating the inter-
section of multiple platforms, 608 IRGs hold potential as biomarkers
for future investigations. A wise-known sequential analysis is ap-
plied to identify the differential expressed genes, including 127
genes that have absolute log-Fold Change (aFC) ≥ 1.75 and the
p-value ≤ 0.05. Table 1 shows the ranking result using the abso-
lute fold-change values of 10 DEIRGs. Specifically, up-regulated
genes in sepsis samples exhibit higher expression levels compared
to the same genes in normal samples. The fold change indicated
the intensity of expression value variance between the two classes.

Table 1: Top 10 DEIRGs ranked top-down based on the abso-
lute fold change values

Idx GID logFC p-value Regulation
1 IL1R2 3.72 2.95E-96 Up
2 LCN2 3.58 6.84E-56 Up
3 LTF 3.41 5.54E-54 Up
4 CEACAM8 3.3 4.06E-43 Up
5 S100A12 3.1 1.50E-110 Up
6 CLEC5A 2.98 4.89E-61 Up
7 IL18R1 2.91 5.96E-71 Up
8 KLRF1 2.55 1.22E-56 Down
9 GNLY 2.46 3.96E-53 Down
10 LRRN3 2.39 3.29E-28 Down

4.3 Gene Ranking
There are 127 genes that are the result of the gene expression
analysis procedure and are considered as the input of this process.
Particularly, the feature selection method RFE is applied to ranking
individual genes using the importance score. Additionally, the XGB
algorithm with the cross-validation method, which is implemented
in the RFE procedure, is applied 10 times to calculate the mean
importance value of each gene. After that, depending on the average
importance values, the gene with the lowest importance value is
eliminated. It is noteworthy that the importance score considered
in our work can be known as the number of selection times that
the gene is kept to construct the classifier by the RFE method. The
final genes ranking table is obtained by ranking in decreasing order
the selected time value for each gene.

4.4 Gene Validation
The gene ranking outcomes are utilized to establish the quantity
of m genes to pick. This is achieved by employing any classifier
and supplying it with a subset of genes that have been ranked,
commencing with the highest-ranked gene and progressing down-
ward. The objective is to retain the m genes that yield the greatest
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Figure 3: Visualization of TGC sets of 12 genes using tSNE

classification score. Hence, there are 127 gene combinations are
estimated to figure out the most effective gene group. It is worth
noting that there are 3 ML algorithms considered to perform this
estimation procedure and 127 gene subsets corresponding to 127
transformed gene combinations (TGCs), which applied the PCA
method to convert into different data spaces. Fig.3 illustrates the
gene expression data that was transformed into different spaces
using PCA. Obviously, by applying the PCA transform, the gene
expression data in the new data space perform remarkable cluster-
ing performance that could help develop the diagnosis model more
effectively, which is demonstrated in the following experiments.

There are a total of 381 models trained using TGCs, which are
then evaluated for their diagnosis efficiency on the discovery cohort
by the 5-fold CV procedure. Table 2 illustrates the performance
of three ML models on the discovery cohort. The RF algorithm
produces the highest classification accuracy corresponding with
the optimal gene combinations. Notably, each model in Table 2 was
selected by a comparison of another classification accuracy among
127 models using TGCs. Clearly, the average results for the ideal
algorithms align with the efficient combination of immune genes
generated by the RF classifier, which specifically incorporates 12
genes associated with the immune system. This is presented in
detail in Figure 4. As a result, we designate the sets of these 12
genes as the most informative gene subsets related to sepsis.

4.5 Diagnostics Performance Estimation
To demonstrate the effectiveness of the minimized gene groups
with 12 candidates, we investigate the performance of this com-
bination on validation cohorts. Three machine learning models,
namely RF, XGB, and KNN, were trained on the discovery cohort.
Subsequently, their performance was assessed using three distinct
gene sets. Additionally, we also demonstrate the effectiveness of
our proposed gene combination worked well across three different
micro-array platforms. Table 3 depicts the detail of the validation
results of three ML models on validation cohorts. Obviously, the
performance of the XGB model for classification sepsis on the val-
idation procedure shows the most elevated score compared with

Figure 4: 12 features according to RF algorithms

other ML algorithms in terms of AUC score, Accuracy, Sn, and Sp.
As a result, we propose the XGB model with the genes set related
to the immune system, including S100A12, TLR5, IL1R2, MAPK14,
FCER1A, FCER1G, LCN2, RUNX3, C3AR1, IL18R1, EOMES, KLRF1,
as the most useful gene subset and machine learning algorithm for
diagnosis of sepsis.

4.6 Discussion
Differential gene expression analysis is a commonly utilized tech-
nique to investigate gene expression patterns and unveil the in-
tricate biological mechanisms associated with complex diseases.
Typically, gene expression profiles exhibit a large number of genes
and significant correlations between them. Consequently, when
conducting differential expression analysis, the results often yield
hundreds of genes that are highly correlated. However, it is not
feasible to utilize all of these differentially expressed genes when
developing diagnostic and prognostic prediction tools. Instead, re-
searchers commonly employ either domain knowledge or data-
driven methods to identify a smaller set of marker genes, known
as a gene signature, for such purposes. In our work, we introduced
a new data-driven approach for prioritizing marker genes in the
context of predicting sepsis. Specifically, we employed an instance
of the RFE algorithm with the XGB model to rank the genes based
on their important values followed by a sequential gene combina-
tion generation procedure. The originality of our research stems
from our integration of feature selection methods into the statistical
framework used to conduct DEG analysis. Additionally, we intro-
duce a novel importance score, which is based on the frequency
with which a gene is chosen as a significant biomarker by the
Recursive Feature Elimination (RFE) algorithm.

Furthermore, in this work, we used the immune-related genes
were used as the foundation for the model. Due to the dysregulated
of the host immune system to infection in sepsis, the immune-
related genes represent prior knowledge for the diagnosis model
and prevent overfitting, resulting in a robust model for patient
heterogeneity. From the original gene feature set, a different gene
combination will be selected with unexpected noise. Hence, if we
start constructing a diagnosis model with all genes, the model may
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Table 2: Feature Validation Results

Model # of genes Acc (%) Sn (%) Sp (%) AUC (%) BER (%)
RF 12 99.35 ± 0.52 99.44 ± 0.67 99.00 ± 0.20 99.56 ± 0.84 0.77 ± 0.91
KNN 12 99.13 ± 0.43 99.17 ± 0.67 99.00 ± 0.20 99.30 ± 0.97 0.91 ± 0.83
XGB 61 99.13 ± 0.43 98.90 ± 0.54 100.00 ± 0.00 99.94 ± 0.06 0.54 ± 0.27

Table 3: Performance Estimation of Proposed Model on Three Independent Datasets

Data ML Acc% Sn% Sp% AUC% BER%
RF 95.23 95.65 93.33 94.29 5.50

GSE4607 KNN 94.04 94.20 93.33 96.08 6.23
XGB 96.42 97.10 93.33 96.71 4.78
RF 96.92 96.65 100.00 98.68 1.67

GSE65682 KNN 95.39 94.98 100.00 98.85 2.50
XGB 97.50 97.28 100.00 99.12 1.35
RF 97.89 97.50 100.00 99.46 1.25

EMTAB-1458 KNN 97.89 97.50 100.00 99.37 1.25
XGB 97.89 97.50 100.00 99.67 1.25

get extremely high performance for the training cohort but worse
when it comes to an evaluation in the testing set and validation
cohorts. Moreover, with a significant number of genes, the train-
ing and process procedure will consume computational resources
and time. Additionally, it is important to highlight that supervised
machine learning methods, in conjunction with feature selection al-
gorithms, can be directly applied to pinpoint distinct gene markers
from extensive transcriptomic datasets. However, this particular
method has significant drawbacks with the computational time
required can be exceptionally long due to certain feature selection
methods.

OurDE approach andmachine learning analysis aided by immune-
related genes suggested a combination including 12-gene markers
for diagnostic sepsis with an average AUC score of 99.56 % and
Accuracy of 99.35 %. It is interesting that our approach includes
three reliable procedures for data dimension reduction and also for
analyzing the principle component of gene expression using PCA,
including expression analysis and feature selection. The immune-
related genes obtained from the filtered method based on the im-
mune gene data, play a vital role in reducing the number of genes
that contributed significantly to the diagnosis of sepsis. The DEG
procedure is used to eliminate the normal genes that do not regulate
significantly between two classes and reveal potential biomarkers
for the next analysis process using machine learning. The machine
learning technique based on RFE is employed to gauge the efficacy
of gene combinations. This approach aims to optimize classification
performance while minimizing the complexity of the diagnostic
model. Consequently, several machine learning models are assessed
using 127 gene combinations generated by specialized algorithms
for gene combination generation. Ultimately, a final subset of 12
genes is identified, enhancing the diagnostic performance of the
proposed algorithm. The selection of a very limited number of genes
through this process underscores the practicality and effectiveness
of the suggested algorithm in a clinical setting.

5 CONCLUSION
In this research, we have explored the diagnostic challenge of sep-
sis, a critical global health concern, using machine learning. Our
approach introduces an effective gene selection method that com-
bines machine learning techniques with a focus on immune-related
genes. A signature of 12 marker genes related to the immune sys-
tem has been identified for enhancing the performance of the sep-
sis diagnosis. These 12 genes were identified using a data-driven
machine-learning approach for feature decomposition. They were
selected as the optimal subset from a pool of 127 DEIGRs combi-
nations, which were identified through a statistical analysis using
seven publicly genome datasets related to sepsis. The selected gene
combination combined with the XGB algorithms shows significant
accuracy in diagnostics and performs robustness on validation co-
horts. Furthermore, we conducted validation across three distinct
gene expression platforms to showcase the effectiveness of both
our sequential gene selection method and the intelligent prognosis
model associated with the proposed biomarkers. The numerical
validation outcomes, boasting an accuracy of 99.35%, a sensitiv-
ity of 99.44%, and a specificity of 90.00%, underscore the potential
applicability of our developed approach in a real clinical setting.
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